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Is the Whole Greater Than the Sum of Its Parts? Modeling the
Contributions of Language Comprehension Skills to Reading
Comprehension in the Upper Elementary Grades
Michael J. Kieffera, Yaacov Petscherb, C. Patrick Proctorc, and Rebecca D. Silvermand

aNew York University; bFlorida State University; cBoston College; dUniversity of Maryland, College Park

ABSTRACT
Language comprehension is crucial to reading. However, theoretical models
and recent research raise questions about what constitutes this multifaceted
domain. We present two related studies examining the dimensionality of
language comprehension and relations to reading comprehension in the
upper elementary grades. Studies 1 (Grade 6; N = 148) and 2 (Grade 3–5;
N = 311) contrasted factormodels of language comprehension using item level
indicators of morphological awareness and vocabulary (Studies 1 and 2) and
syntactic awareness (Study 2). In both studies, a bifactor model—including
general language comprehension and specific factors for each language
component—best fit the data, and general language comprehension
was the strongest predictor of reading comprehension. In Study 2, the
morphology-specific factor also uniquely predicted reading comprehension
above and beyond general language comprehension. Results suggest the
value of modeling the common proficiency underlying performance on tasks
designed to tap theoretically distinct language comprehension skills.

Successful reading comprehension requires not only accurate and fluent word recognition skills but
also language comprehension skills (e.g., Gough & Tunmer, 1986; NICHD, 2000; Perfetti, Landi, &
Oakhill, 2005; RAND Reading Study Group, 2002; Scarborough, 2001). Despite a general consensus
on the important role of language comprehension in understanding written text, particularly in the
upper elementary school grades, there is less agreement on what exactly constitutes this broad and
potentially multidimensional domain. Theoretical models (e.g., those offered by Gough & Tunmer,
1986; Perfetti et al., 2005; Scarborough, 2001) list several component language skills and processes,
implying that their contributions to reading comprehension are at least partially independent;
however, these models also tend to emphasize the integration of these component skills during the
reading process, suggesting that what is common across these components may be more important
than what is unique to each.

Empirically, however, evidence generally suggests that reading comprehension is uniquely
predicted by multiple components of language comprehension. The extant research base includes
components of (a) broad and deep vocabulary knowledge, specifically knowledge of words’meanings,
relations, and uses across contexts (e.g., Anderson & Freebody, 1981; Nation & Snowling, 2004;
Ouellette, 2006); (b) morphological awareness (MA), or understanding how complex words are
formed from smaller units of meaning (e.g., Carlisle, 2000; Deacon, Kieffer, & Laroche, 2014;
Deacon & Kirby, 2004); and (c) syntactic awareness (SA), often operationalized as an understanding
of how sentences are structured (e.g., Mokhtari & Thompson, 2006; Nagy, 2007). Recent research has
shown that these linguistic skills are predictive of reading comprehension for bilingual as well as
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monolingual readers (e.g., Kieffer & Box, 2013; Kieffer & Lesaux, 2008; Proctor, Silverman, Harring, &
Montecillo, 2012; Silverman et al., 2015; Swanson, Rosston, Gerber, & Solari, 2008).

However, the majority of this evidence (including all of the aforementioned studies) comes from
studies that use multiple regression to estimate unique relations for observed measures. Unfortunately,
this approach does not account for variance in performance that is due to random measurement error
or construct-irrelevant task demands. As such, it is possible that these findings overestimate the unique
contributions of individual language comprehension skills to reading comprehension. In addition,
researchers often assume that their tasks are tapping separate dimensions based on face validity
evidence, rather than testing this assumption empirically (i.e., through factor-analytic approaches).
If this assumption does not hold, then inferences about the underlying constructs’ relations to
outcomes are called into question.

Latent variable modeling, by contrast, has the potential to help researchers distinguish signal from
noise in language comprehension, and recently researchers using such modeling have called into
question the uniqueness of these components and their contributions (Foorman, Koon, Petscher,
Mitchell, & Truckenmiller, 2015; Neugebauer, Kieffer, & Howard, 2015; Spencer et al., 2015; but see
also Nagy, Berninger, & Abbott, 2006; Nagy, Berninger, Abbott, Vaughan, & Vermeulen, 2003; Kieffer
& Lesaux, 2012a, 2012b). Consequently, models of reading comprehension are being reevaluated and
extended to test the extent to which components of language comprehension are independent
dimensions of individual differences that are uniquely important. These new lines of inquiry stand
to illuminate the degree to which these skills are in fact indicators of common underlying linguistic
comprehension, or stand-alone, instructionally malleable linguistic abilities.

In this article, we report findings from two studies that investigated the dimensionality of language
comprehension and the extent to which theoretically distinct components make unique and shared
contributions to reading comprehension in the upper elementary grades. Both studies were conducted
with linguistically and ethnically diverse student populations that are increasingly representative of U.S.
public schools (Britz & Batalova, 2013). The first study focused on vocabulary and morphological
awareness with students in Grade 6, whereas the second study investigated vocabulary, morphological
awareness, and syntactic awareness with students in Grades 3–5. In each study, we used confirmatory
factor analyses (CFA) with item-level data to contrast several theoretically viable measurement models
(one-factor, correlated multifactor, and bifactor models) to represent the dimensionality of language
comprehension, and we used structural equation modeling (SEM) to evaluate the unique contributions
of the resulting factors to reading comprehension.

Components of language comprehension in theoretical models of reading
comprehension

Reading comprehension is defined as the “process of simultaneously extracting and constructing
meaning through interaction and engagement with written language” (RAND Reading Study Group,
2002, p. 11). As such, it is a process that draws heavily on a reader’s abilities to make meaning when
listening and speaking, but also requires different types and uses of language as demanded by the
particularly complex nature of written text. Humans evolved to use language for a variety of basic
social purposes (e.g., collecting enough food to stay alive; forming social relationships to reproduce), so
acquiring listening and speaking skills for such purposes is a nearly universal human accomplishment
(Pinker, 1999). By contrast, humans did not evolve to read (e.g., Wolf, 2007), so developing the
language comprehension skills required to make meaning from sophisticated written texts is not
universal, and indeed these skills demonstrate wide individual differences among children and adults.
For instance, nearly all children develop the breadth of vocabulary knowledge required to refer to the
objects and relationships in their daily lives, but only some develop the tens or hundreds of thousands
of word meanings that appear in typical written texts. Similarly, all children develop enough implicit
knowledge of morphology and syntax to understand their parents’ instructions and communicate their
needs, but many do not develop the metalinguistic and strategic knowledge of these systems required
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to actively parse written texts. Our focus, then, on language comprehension skills for reading
comprehension requires that we go beyond everyday listening comprehension to incorporate both
more sophisticated knowledge (e.g., rarer vocabulary that appears primarily in written text) and more
metalinguistic abilities (e.g., morphological and syntactic awareness).

In describing this broad domain of language comprehension skills implicated in reading compre-
hension, theoretical models have drawn conceptual distinctions among the domains of vocabulary,
morphology, and syntax. These follow in part from psycholinguistic descriptions that characterizes the
mind as including a lexicon with entries for individual words (vocabulary) that are distinct from
morphological rules, which are in turn distinct from syntactic rules (Pinker, 1999). However, theore-
tical models of reading comprehension demonstrate an unresolved tension between these conceptual
distinctions and the models’ emphases on the integration of students’ resources for language compre-
hension during the reading comprehension process.

For instance, the Simple View of Reading (SVR) defines linguistic comprehension as “the process by
which given lexical (i.e., word) information, sentences and discourses are interpreted” (Gough &
Tunmer, 1986, p. 7). Although this definition separates out three levels of language, it suggests that
these levels of language skills can be operationalized using a single global indicator of listening
comprehension, according to seminal SVR research (Gough & Tunmer, 1986; Hoover & Gough, 1990)
and subsequent studies (e.g., Adlof, Catts, & Little, 2006; Joshi & Aaron, 2000; Savage, 2006). Although
the SVR framework has been powerful in describing variation observed among students, Kirby and
Savage’s (2008) review points out that it is not a full model and that each term in the SVR equation,
including linguistic comprehension, captures a great deal of underlying complexity worthy of study.

Scarborough’s (2001) model depicts vocabulary (e.g., breadth, precision, links) and language structures
(e.g., syntax, semantics) as two strands within language comprehension that must be integrated together
(and with other skills) to produce skilled reading. Here, the components of language comprehension are
represented separately, but the emphasis is on their integration in skilled reading comprehension.
Moreover, Scarborough indicated that language comprehension skills must become increasingly strategic
over time, suggesting that purposeful and effortful use of one’s awareness of language plays an increasingly
important role in the active comprehension processes involved in skilled reading. Perfetti et al. (2005) listed
the lexicon as a component of reading comprehension and further specified the lexicon as involving
meaning,morphology, and syntax but were less clear onwhether these constituents of the lexicon represent
partially independent dimensions or whether they together compose a single dimension of individual
differences in students’ lexicons.

These models also make some predictions about the development of reading comprehension over
time. In the SVR, over time, individual differences in listening comprehension explain increasing
portions of variation in reading comprehension, whereas decoding explains decreasing portions, parti-
cularly as students transition from the primary grades to the upper elementary grades (e.g., Hoover &
Gough, 1990; Language and Reading Research Consortium, 2015b). Scarborough’s (2001) model
indicates that the development of skilled reading involves increasing integration of componential
strands, suggesting that the dimensionality of component language skills may decrease but that indivi-
dual differences among readers may develop differently. Recent evidence from studies of individual
differences indeed suggests that greater dimensionality among language skills emerges over develop-
ment, particularly after the earliest grades (e.g., Language and Reading Research Consortium, 2015a;
Tomblin & Zhang, 2006). Although a full investigation of these developmental questions is beyond the
scope of the current study, these theories do support our focus on the upper elementary grades as a
period in which language comprehension is likely to be partially independent of word reading skills,
potentially multidimensional, and particularly important to reading comprehension.

Unique contributions of language comprehension skills

Across the models just reviewed, a question remains: Should we consider students’ skills in
theoretically distinct language domains as partially independent sources of variation in reading
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comprehension performance, or as indicators of a common, underlying, and integrated language
proficiency that is required for reading comprehension? For the purposes of the current studies, we
consider empirical work that has used multiple regression or path analyses that generally suggest that
vocabulary, MA, and SA may each make unique contributions to reading comprehension.

Regarding MA, a growing body of work supports a unique contribution of this skill after
controlling for vocabulary, including both cross-sectional studies (e.g., Carlisle, 2000; Kieffer,
Biancarosa, & Mancilla-Martinez, 2013; Kieffer & Box, 2013; Kieffer & Lesaux, 2008; Ku &
Anderson, 2003; Pasquarella, Chen, Lam, Luo, & Ramirez, 2012) and longitudinal studies (Deacon
et al., 2014; Kirby et al., 2012; see also Deacon & Kirby, 2004, and Foorman, Petscher, & Bishop,
2012, for analyses that controlled for autoregressors, but not vocabulary). SA has been investigated
less often, but the existing evidence points to a unique contribution after controlling for vocabulary
(e.g., Bowey, 1986; Farnia & Geva, 2013; Geva & Farnia, 2012; Simard, Foucambert, & Labelle, 2014;
Swanson et al., 2008). Some evidence further suggests that SA makes a unique contribution to
reading comprehension after controlling for MA as well as vocabulary (e.g., Proctor et al., 2012;
Silverman et al., 2015).

The emerging literature base using latent variable models attempts to overcome the known limitations
of using independent total scores from individual assessments. Finding that vocabulary, SA, and MA
uniquely relate to reading comprehension could point to a deeper theoretical understanding of indivi-
dual differences in reading comprehension. At the same time, such findings could be due, in part, to an
artifact of measurement. Many studies (including all of those cited in the previous paragraph) have relied
on using summary scores (usually total scores) from observed measures of language comprehension
skills. Without leveraging what the observed measures may have in common via latent variable models,
results from these multiple regression models may result in spurious theoretical conclusions. If, in a
multiple regression, the independent variables are highly correlated with each other, potential results
from the predictive model may include the suppression of an effect for one or more of the independent
variables or an underestimation of the unique effect for an independent variable.

For instance, consider the fifth-grade results from Kieffer and Lesaux’s (2008) study of the unique
contributions of MA to reading comprehension beyond vocabulary and word-reading skills. Their
multiple regression model predicting passage comprehension included scores from three highly
correlated word reading measures: Woodcock Letter-Word Identification, Woodcock Word
Attack, and TOWRE Sight Word Efficiency. Although the coefficient for Sight Word Efficiency
was positive and significant, as we would expect, the standardized coefficient on Woodcock Word
Attack was negative (–.22; p < .10), suggesting a suppression effect and the (almost certainly)
spurious conclusion that phonological decoding skills hinder reading comprehension. For the highly
correlated MA and vocabulary measures also included, the coefficient for morphological awareness
was positive and significant (.34; p < .01), but the coefficient for vocabulary was smaller and not
significant (.18; p > .05); the latter result is likely an underestimate that suggests the (almost
certainly) spurious conclusion that vocabulary, unlike morphological awareness, is not important
to reading comprehension. Although Kieffer and Lesaux did not emphasize these spurious inferences
in their conclusions, these examples nonetheless highlight the potential danger of neglecting the high
correlations among multiple, related language skills when predicting reading comprehension.

In addition, because correlations between variables are attenuated by measurement error, what may
theoretically exist as stronger true score correlations among vocabulary, SA, and MA may manifest as
moderate observed scores correlations. Consequently, because multiple regression with observed scores
assumes that predictors are measured without error, construct-irrelevant demands that are specific to
measurement tasks (e.g., productive language demands in open-ended assessments or test-taking skills
in multiple-choice assessments) or items (e.g., knowledge of the vocabulary in distractor items; work-
ing memory demands of longer item stems) may manifest as signal rather than noise.

Recent studies have used latent variable models to more comprehensively treat observed score
data, finding some evidence to support the viability of a broader language construct. For instance,
Spencer et al. (2015) used CFA to investigate whether MA and vocabulary constituted distinct
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dimensions of language proficiency in two data sets, each with multiple measures of vocabulary
and MA. Contrary to theoretical predictions, they found that a unitary factor that encompassed both
MA and vocabulary knowledge fit both data sets better than a two-factor model that distinguished
between these constructs. By contrast, Kieffer and Lesaux (2012b)’s study using a similar CFA
approach found evidence for distinct MA and vocabulary factors; however, the authors also found
that the two factors were very strongly related (latent correlation = .76), suggesting more overlap in
these skills than is typically assumed, as pointed out by Spencer et al. (2015) in their discussion.
Regarding syntactic skills, Tomblin and Zhang (2006)’s CFA study found evidence for grammar and
vocabulary factors that were distinct but very strongly related (with latent correlations ranging from
.78 to .94), so the authors concluded that much of the variance tapped these measures is attributable
to a common underlying proficiency. It is important to note that none of these studies examined the
contributions of language proficiency to reading comprehension. In a study using vocabulary and
syntax (along with decoding fluency and reading comprehension) measures with students in Grades
4–10, Foorman et al. (2015) found that the best fitting measurement model was a bifactor model that
included both a general oral language factor (capturing the common variance among syntax and
vocabulary items) and specific factors for each of syntax and vocabulary.

In addition, a few studies moved beyond the question of factor structure and used SEM to estimate
the unique contributions of individual language comprehension skills to reading comprehension.
These studies have produced conflicting results for the contributions of MA and SA to reading
comprehension, after controlling for measurement error and/or task-specific demands. Although
three SEM studies have found evidence for the unique, direct contributions of MA beyond vocabulary
(Kieffer & Lesaux, 2012b; Nagy et al., 2003; Nagy et al, 2006), two others found no evidence for such
direct contributions, only indirect contributions that were fully mediated by vocabulary (Goodwin,
Huggins, Carlo, August, & Calderon, 2013; Neugebauer et al., 2015). Regarding SA, Foorman et al.
(2015) found that their syntax-specific factor did not uniquely contribute to reading comprehension,
after accounting for the general oral language factor in each of Grades 5–10, though the SA-specific
factor did make a unique contribution to reading comprehension in Grade 4.

In summary, although the evidence from multiple regression studies generally converges in
supporting the unique contributions of individual language comprehension skills, the evidence
from CFA and SEM studies is more equivocal. The latter studies suggest that latent variable
approaches to modeling the unique and shared variance across language comprehension measures
may yield different, but ultimately more appropriate, inferences about the contributions of these
skills to reading comprehension. In particular, the evidence from Spencer et al. (2015) and Foorman
et al. (2015) suggests that the underlying construct of general language comprehension—as indicated
by the variance in proficiency shared across diverse measures—is important to model and may be
ultimately so predictive of reading comprehension that the unique contributions of individual skills
(MA in Spencer et al.; SA in Foorman et al.) become trivial in comparison.

Current studies

Given tensions within theoretical models and conflicting prior findings, we aimed to investigate the
dimensionality of language comprehension as it relates to reading comprehension in the current
studies. We focused on students in Grades 3–6, a developmental period in which language compre-
hension plays an increased role, relative to the primary grades. Specifically, we explored multiple
approaches to modeling conceptually distinct language skills (vocabulary and MA in Study 1; and
vocabulary, MA, and SA in Study 2) as measurably separable component skills and as indicators of
general language comprehension (i.e., the overlapping abilities shared among these skills). We
further examined the extent to which variance specific to each skill and variance in general language
comprehension uniquely predicted reading comprehension.

We report on findings from two secondary analyses that investigated these questions. Both
analyses drew on data from larger projects designed to investigate the multifaceted nature of oral
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language and its relations to reading comprehension. In Study 1, we investigated the dimensionality
and unique contributions of MA and vocabulary knowledge, using data on students in Grade
6 drawn from Kieffer and Box (2013) and Kieffer (2014). In Study 2, we expand the focus to
incorporate SA as well as multiple measures of MA and vocabulary knowledge using data on
students in Grades 3 to 5 drawn from Proctor et al. (2012) and Silverman et al. (2015).

The ordering of the studies reflects the sequence of analyses conducted, not the design of the
projects, which were conceptualized and carried out separately. Although the original projects were
not designed to sequentially address these specific research questions, the common data analytic
approach articulated here provides a robust empirical foundation upon which to extract the indepen-
dent strengths of both data sets. Although the two studies modeled linguistic comprehension with
different observed indicators of linguistic comprehension, we argue that the latent variable approach
employed here allows for the broad exploration of whether a given whole of linguistic comprehension
contributes beyond the effects of unique components. As such, together both studies provide more
robust insights into the roles of language proficiency in reading comprehension than could be
produced by either analysis alone. Both studies were conducted in linguistically and ethnically diverse
school contexts similar to those in many urban centers, and parallel CFA and SEM analyses were
conducted with both data sets.

Method

Study 1 sample

One hundred forty-eight 6th-grade students (66 girls, 82 boys) were recruited from two schools in
metropolitan Phoenix, Arizona. A majority (63%) of participants were Latino, 11% were African
American, 20% White, 1% Asian, 1% Pacific Islander, and 3% multiethnic. In the two schools, 81%
and 65% of the overall student populations were reported to be “economically disadvantaged.”
Thirteen students (9%) were English language learners according to school records.

Study 1 measures

For all measures in both studies, see the supplemental online materials for extended descriptions and
see Table 1 for reliability estimates.

Morphological awareness was assessed using an 18-item nonword suffix choice task developed
based on previous research (Nagy et al., 2006; Singson, Mahoney, & Mann, 2000).

Vocabulary knowledge was assessed using the test of academic vocabulary, a researcher-designed
measure in which students choose a synonym for a given word on 18 multiple-choice items, drawn
from previous research (Lesaux & Kieffer, 2010).

Reading comprehension was assessed using the reading comprehension subtest from the Gates-
MacGinitie Reading Test, Fourth Edition (sixth-grade version; MacGinitie, MacGinitie, Maria, &
Dreyer, 2000).

Word reading fluency was assessed using the Test of Silent Word Reading Fluency (Mather,
Hammill, Allen, & Roberts, 2004). This measure was used to control for the role of word reading
skills in reading comprehension, consistent with all of the theoretical models just presented.

Study 2 sample

Three hundred eleven 3rd-, 4th-, and 5th-grade students (164 girls, 147 boys) were recruited from two
districts in the mid-Atlantic (n = 193) and Northeast (n = 118) United States. Almost half (47%) of the
sample was Latino, 30% was Black, 20% White, and 3% multiethnic. Overall, 71% of the sample
qualified for free and reduced meals, and 26% of the students were English language learners according
to school records.
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Study 2 measures

Morphological awareness was assessed using two measures: the Extract the Base test (August,
Kenyon, Malabonga, Louguit, & Caglarcan, 2001), which was designed drawing on the paradigm
used by Carlisle (2000), and the same nonword suffix choice task used in Study 1.

Syntactic awareness was assessed using the Formulated Sentences subtest from the Clinical
Evaluation of Language Fundamentals (CELF; Semel, Wiig, & Secord, 2003).

Vocabulary knowledge was assessed using two measures: the Woodcock–Muñoz Language Survey
Picture Vocabulary subtest (Woodcock, Muñoz-Sandoval, Reuf, & Alvarado, 2005) and the Word
Classes 2 subtest from the CELF.

Reading comprehension was assessed using two measures: the Gates–MacGinitie, Levels 3, 4, and 5
(MacGinitie et al., 2000) and the Woodcock–Muñoz Passage Comprehension subtest (Woodcock
et al., 2005).

Word reading was assessed using the Woodcock–Muñoz Letter-Word Identification subtest
(Woodcock et al., 2005).

Data analysis

To address the research questions across both studies, a combination of CFA and SEM were used. Each
study tested a series of unidimensional (Figure 1a), correlated factor (Figure 1b), and bifactor models
(Figure 1c; Chen, Sousa, & West, 2005), the latter of which we used to explain item correlation due to
both a general factor and specific factors. Specifically, a bifactor fits specific factors of MA and
vocabulary (Study 1), and MA, SA, and vocabulary (Study 2) to its respective items, as well as a
general factor (i.e., language comprehension in both Study 1 and Study 2) across all items.

The bifactor may be viewed as theoretically similar to a second-order factor CFA; however, several
distinguishing features of the bifactor model are worth noting. First, the general factor in a bifactor model
represents a source of observed score variance above that of the specific factors. In a second-order factor
model, the higher order latent construct is indicated by the first-order factors and is conceptually distinct
from them. Second, bifactormodels allowone to testwhether variance across all observedmeasures is due to
a general factor, such as language comprehension, compared to the individual factors of MA-specific
knowledge, SA-specific knowledge, and vocabulary-specific knowledge. A second-order factor is ill-
equipped to make this comparison, as it captures variance due to differences among the first-order factors.
Third, the bifactormodel preserves inherentmultidimensionality but still provides a single, global construct
that underlies observations. Where bifactor models are especially advantageous compared to second-order
models is in unpacking the appropriateness of subscales. That is, from a factor-analysis perspective, when
the loadings for observed measures are high on a general factor and low on specific factors, it suggests that
only a global score is needed and that the specific factors potentially reflect residual noise in the data.
Conversely, when loadings are high on a combination of general and specific factors, it suggests that global
and subscale scores could be used. Fourth, the measurement specification of bifactor models is such that
measurement invariance can be tested for both general and specific factors between groups of individuals, as
well as the group comparisons between latentmeans of the general and specific factors. Second-order factor
models are restricted in this context, as only the second-ordermeans can be compared. A final advantage of
bifactormodels is that the general and specific factorsmay be used jointly to test predictive strength to other
latent variables, whereas second-order variables treat the first-order factors as disturbances for prediction.

The specification of the bifactor model requires that the latent constructs are uncorrelated with each
other, which achieves several purposes. First, by postulating that the constructs are independent of each
other, the specific factors of vocabulary andMA (and SA in Study 2) represent what is uniquelymeasured
by the respective constructs after controlling for what is shared by the general factor. As such, in a
subsequent structural analysis, it is possible to quantify if the constructs of vocabulary, MA, and SA
uniquely relate to a proximal reading comprehension outcome after controlling for what is shared
between them (i.e., general language comprehension), thereby producing a strong test of the unique
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contributions of these component skills. Because the latent factors are specified to be orthogonal, results
from such structural analyses do not suffer from the problems with multilinearity described in the
example from Kieffer and Lesaux (2008) mentioned previously.

Across both studies, the comparative fit index (CFI; Bentler, 1990), Tucker-Lewis index (TLI; Bentler
& Bonnett, 1980), root mean square error of approximation (RMSEA; Browne & Cudeck, 1992), and
standardized root mean residual (SRMR) were used to evaluate model fit for each model. CFI and TLI
values greater than or equal to 0.95 are considered to beminimally sufficient criteria for acceptable model
fit, and RMSEA and SRMR estimates less than 0.05 are desirable (Browne & Cudeck, 1992). Moreover,
for the nested model comparisons, a chi-difference test was used to evaluate parsimony, along with
comparisons of the Akaike information criterion and Bayesian information criterion indices. Following
an evaluation of the factor structure, a structural analysis was conducted to examine the predictive
relation of the latent composite(s) with performance reading comprehension while accounting for word
reading skills (i.e., silent word reading fluency in Study 1 and letter-word identification in Study 2).
Due to the relatively small sample sizes, bootstrapping was used in Mplus to improve the model
coefficient standard errors for both the measurement and structural analyses (Bollen & Stine, 1993).

Study 1 results

Preliminary analyses

Table 1 provides descriptive statistics, including means, standard deviations, and correlations for MA,
vocabulary, silent word reading fluency, and reading comprehension. Participants were in the average
range for silent word reading fluency and in the low-average range for reading comprehension, as
demonstrated by the standard scores in Table 1. Missing data (from two participants on one measure)
were accounted for using full-information maximum likelihood in all subsequent models.

General Factor

A1 A2 C2B1 B2 C1

(a)

A1 A2 C2B1 B2 C1

(b)

Factor A Factor B Factor C

A1 A2 C2B1 B2 C1

(c)

Factor A Factor B Factor C

General Factor

Figure 1. Graphical representation of three generalized measurement models as they can be applied to item-level data from three
tasks (A, B, and C) designed to tap theoretically separate skills, including (a) unidimensional model; (b) multidimensional,
correlated-factors model; and (c) multidimensional, bifactor model.
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Measurement model

Model comparisons among the one-factor, correlated-factor, and bifactor models suggested that the
bifactor specification (Figure 2a) yielded the best fit, χ2(493) = 508.85, CFI = .98, TLI = .98,
RMSEA = .015, 95% confidence interval [.000, .032], and was superior to both the one-factor
model of language comprehension (Δχ2 = 66.71, Δdf = 34, p < .001) and the correlated-factor
model of vocabulary and MA (Δχ2 = 48.94, Δdf = 33, p < .05). See supplementary online materials for
more specific details of the measurement model results for the individual factor solutions for this
study and for Study 2.

WCI1-

WCI18

PVI14-

PVI43

NWSI1-

NWSI18
FSI1 FSI28

EBI1-

EBI28

Vocab SA MA

Language

Comprehension

Voc1 Voc18 NWS18NWS1

Vocab MA

Language

Comprehension

(a)

(b)

Figure 2. Final bifactor specifications for (a) Study 1 and (b) Study 2. Note. Vocab = item on test of academic vocabulary; SA =
syntactic awareness; MA = morphological awareness; WCI = item on word classes; PVI = item on Woodcock picture vocabulary;
FSI = item on CELF formulating sentences; EBI = item on extract-the-base; NWSI = item on nonword suffix choice.
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Structural analysis

Informed by the measurement model comparisons, the three latent factors of vocabulary, MA,
and oral language from the bifactor model tested the extent to which they explained individual
differences in reading comprehension when controlling for individuals’ silent word reading
fluency. A hierarchical approach was taken with the structural analysis in order to evaluate
whether the specific factors of MA and vocabulary uniquely related to reading comprehension
after accounting for the effects of silent word reading fluency and the oral language factor.
Results from the full model structural analysis, which included all three latent composites of the
bifactor model as predictors of reading comprehension while controlling for silent word reading
fluency, are displayed in Figure 3.

The estimates indicated that the strongest predictor of reading comprehension was the common
factor of language comprehension (.73, p < .001). Once this factor and silent reading fluency were
accounted for in the model, neither the specific factor of vocabulary (.30, p = .093) nor MA (.08,
p = .360) uniquely predicted reading comprehension. The inclusion of all predictors in the full model
resulted in 65% of the variance in reading comprehension explained. Following the full structural
model, the paths of vocabulary and MA to reading comprehension were constrained to 0 to test for
differential fit and change in the total R2. The change in the chi-square between the two models was
negligible (Δχ2 = 1.55, Δdf = 1, p > .05), and there was no change in R2, suggesting that the inclusion
of the specific factors (vocabulary knowledge and MA) does not provide a benefit for explaining
individual differences in reading comprehension above a model that excludes them.

Study 2 results

Preliminary analyses

Table 1 provides descriptive statistics and correlations for the MA, vocabulary, and SA scores, as well
as word identification and reading comprehension. Participants were typical word readers

TOSWRF

Vocab

MA

Language
Comprehension

Reading
Comprehension

.05 ( .13)

.30 ( .18)

.08 ( .08)

.73 ( .12)

-.31 ( .17)

.09 ( .12)

.63 ( .08)

Figure 3. Study 1 structural model of morphological awareness (MA), vocabulary (Vocab), and language comprehension predicting
reading comprehension, controlling for silent word reading fluency (Test of Silent Word Reading Fluency [TOSWRF]). Note. Significant
relations (p < .05) are depicted as solid lines and nonsignificant relations are depicted as dotted lines.
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(M = 100.64, SD = 14.03) and low average comprehenders on both the Woodcock–Muñoz
(M standard score = 94.22, SD = 11.66) and on the Gates–MacGinite (M percentile rank = 37.29,
SD = 26.65), as compared with national norms. Missing data (< 5%) were accounted for using full-
information maximum likelihood in all subsequent models.

Measurement model

Similar to Study 1, one-factor, correlated-factor, and bifactor models were tested, with the bifactor
model providing the best fit absolute fit to the data (Figure 2b), χ2(6, 325) = 7,367; CFI = .95, TLI = .95,
RMSEA = .023, 95% CI [.021, .025], as well as relative fit when compared to the one-factor (Δχ2 = 66.71,
Δdf = 34, p < .001) and correlated-factor (Δχ2 = 66.71, Δdf = 34, p < .001) specifications.

Structural analysis

The latent factors from the bifactor model were used to predict individual differences in reading
comprehension when controlling for letter-word identification skills. Model fit results demonstrated
excellent fit, χ2(5, 448) = 5,746; CFI = .97, TLI = .97, RMSEA = .013, 95% CI [.008, .019], with
standardized coefficients for this model (Figure 4) showing that the general oral language factor had
the strongest effect (i.e., .77, p < .001) on reading comprehension when accounting for the other
variables in the model, followed by letter-word identification (.27, p < .001), and the specific factor of
MA (.16, p = .001). Neither vocabulary (.03, p > .500) nor SA (–.03, p > .500) provided unique
information above that accounted for by the general and MA factors. The linear combination of
predictors in the model resulted in 99% of the variance explained in the latent factor of reading
comprehension. Similar to Study 1, a constrained version of the structural model was run to test for
degradation in model fit and the R2. Although results showed no difference in fit (Δχ2 = 6.12,
Δdf = 3, p > .05), the significant path of MA suggests that the unique relation bears further research
and replication. As a post hoc analysis, the influence of age via student grade level was included as a
covariate in the structural analysis. Fit from this model (see supplemental online materials) was not

Reading
Comprehension

WPC

GMRT

.67

.79

Language
Comprehension

MA

Vocab

SA

LWID

.68 ( .04)

.25 ( .05)

-.07 ( .05)

-.11 ( .05)

.27 ( .06)

.77 ( .06)

.16 ( .05)

.03 ( .06)

.03 ( .07)

Figure 4. Study 2 structural model of general language comprehension, morphological awareness (MA), vocabulary (Vocab), and
syntactic awareness (SA), predicting reading comprehension as measured by Gates–MacGinitie Reading Test (GMRT) and
Woodcock Passage Comprehension (WPC), controlling for letter-word identification (LWID). Note. Significant relations (p < .05)
are depicted as solid lines and nonsignificant relations are depicted as dotted lines.
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statistically differentiated from that in Figure 2 (Δχ2 = 218, Δdf = 207, p = .286). The pattern of
results with age included as a covariate was consistent with Figure 2 with the exception that the
partial, unique effect of decoding changed to .12 and was no longer statistically significant.

Discussion

Across the two studies, we applied an innovative modeling approach to produce converging and
complementary insights into the complex roles of language comprehension in reading comprehen-
sion in the upper elementary grades. The student samples in both data sets reflect an increasingly
typical heterogeneity of students that includes children from home language backgrounds distinctive
from the language of schooling. In research such as this, the result of such sample diversity is a
broadening of distributions (Suárez-Orozco & Suárez-Orozco, 2001) that benefits inferential analyses
(Hoover & Gough, 1990). Including students who were labeled as English language learners and thus
limited in English proficiency through to students with above-average English language and reading
comprehension skills reflects the linguistic realities of the 21st-century classroom. In both studies,
the data were best represented with a bifactor model that included a common language comprehen-
sion factor along with specific, uncorrelated factors for the unique skills involved in vocabulary and
morphology (Studies 1 and 2), and syntax (Study 2) tasks. Across both data sets, the general language
proficiency factor tapped across the language comprehension tasks made very strong contributions
to reading comprehension, after controlling for word reading skills. The strength of this contribution
was strikingly similar (.73 in Study 1 and .77 in Study 2), whether reading comprehension was
measured with scores from one instrument (Study 1) or when modeled as a latent factor using scores
from two instruments (Study 2), and despite differences in the grade levels of the two samples.

In addition, in Study 2, the MA-specific factor made a unique contribution to reading compre-
hension; this contribution was significant and nontrivial in magnitude (.16), after controlling for the
general language comprehension factor, word reading skills, the vocabulary-specific factor, and the
SA-specific factor. Because this factor captured the portion of variance in MA that was uncorrelated
with variance in vocabulary and SA, this constitutes a stronger test of the role of skills unique to MA
than prior studies that used multiple regression with similar control measures. In Study 1, this path
was positive, though smaller and not significant, and the stronger component effect was from
vocabulary (.30 for vocabulary vs. .08 for MA; both ps > .05). Neither the vocabulary-specific factor
nor the SA-specific factor uniquely predicted reading comprehension in Study 2. These findings have
implications for theoretical models of language and reading comprehension as well as future
research about how to measure and improve language comprehension.

Toward more robust theoretical and empirical models of language comprehension

The findings from both studies support the importance of modeling and conceptualizing general
language comprehension as a common proficiency underlying what is shared across tasks involving
vocabulary, morphology, and syntax. As such, this finding supports the focus on the integration of
language processes when comprehending written texts (e.g., Gough & Tunmer, 1986; Perfetti et al.,
2005; Scarborough, 2001). Consistent with these models, a robust view of language comprehension
would attend not only to the ways in which readers use lexical knowledge, and morphological and
syntactic awareness in isolation, but also to the ways in which they integrate such knowledge and
awareness when making meaning from text. Analyzing language comprehension into its component
parts is likely useful for understanding some of the essential ingredients of oral language proficiency,
as well as for identifying more specific instructional targets. However, our findings also suggest that
limiting our focus exclusively to these component parts may not be the most thorough means by
which to conceptualize and measure individual differences that matter for reading comprehension.
The superior fit of the bifactor models to both data sets suggested that a general indicator of oral
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language proficiency, alongside discrete linguistic components, was a more robust way to capture
students’ individual differences than a set of discrete, correlated skills (as represented by the
correlated factor models).

Empirically, this finding converges with recent evidence (e.g., Foorman et al., 2015; Spencer et al.,
2015) in supporting the value of general language composites. The consistent predictive strength of
the general language comprehension factor across both studies suggests that a single composite score
may be more useful for identifying students whose reading comprehension is constrained by their
language comprehension than a profile of individual scores on vocabulary, MA, and SA measures.
This is not say that the assessment of language comprehension can be limited to only one of these
aspects of language; such composite scores will likely be most predictive when they are based on
items tapping a range of language comprehension skills, that is, when they have strong construct
coverage for the broad domain of language comprehension.

Such general language comprehension composites might also be useful as outcomes for inter-
vention research. Researchers frequently design interventions that target component skills, but do so
in the service of improving overall language comprehension. Thus, even if an evaluation of such an
intervention indicates significant effects on proximal, researcher-designed measures of component
skills and/or on distal measures (e.g., a standardized, norm-referenced listening or reading compre-
hension test), it is not clear if this goal has been met. The distal measure may have been selected to
generalize to a broader domain of skills but also may be insensitive to instruction or have inadequate
coverage of the construct as conceptualized by the researchers, by virtue of being externally
developed. Using a bifactor model to form a general language comprehension factor with data
from researcher-developed measures may have the advantages of providing a better test of the effects
of an intervention on language comprehension broadly, as well as the specificity of its effects on
component skill. In addition, by investigating effects of a treatment on both general and specific
factors, this approach would minimize the inflation of Type 1 error that occurs when conducting
multiple tests on related outcomes, because the general and specific factors are specified a priori to
be unrelated to one another.

For Study 1, the relatively strong effect of the general language comprehension factor reported
here can be viewed alongside the nonsignificant contribution of word reading fluency (and of word
reading accuracy, in the post hoc analysis for Study 2). To a certain extent, this finding aligns with
the developmental predictions of theoretical models of reading that frame the current research, in
which decoding skills become more automatic by later grades (Scarborough, 2001) and thus explain
less variation in reading comprehension (Hoover & Gough, 1990). Some research with upper
elementary school-age children has also reported nonsignificant effects of decoding similar to
those reported here. Lesaux, Crosson, Kieffer, and Pierce (2010), in their work with fourth and
fifth graders, found a composite of word reading made a nonsignificant contribution to reading
comprehension, and Foorman et al. (2015) reported nonsignificant effects of a unique latent
decoding factor on reading comprehension. Be that as it may, this finding may also be related to
the means by which MA and vocabulary were operationalized in Study 1. Students had access to the
written text of the assessment when completing both language measures. Although each item was
read aloud to the students to minimize decoding demands, their scores (and thereby the general
language comprehension factor) might nonetheless have tapped decoding to some extent. It is also
possible that this result might have been different if a different reading comprehension measure was
used, given evidence that reading comprehension measures tap decoding skills to varying degrees
(e.g., Cutting & Scarborough, 2006; Keenan, Betjemann, & Olson, 2008).

Mixed evidence for the contributions of morphology, syntax, and vocabulary

Our findings also provide mixed evidence for a unique role of MA in reading comprehension, above
and beyond the role of general language comprehension. The significant unique contribution of MA
found in Study 2 converges with evidence from prior SEM studies that had controlled for vocabulary
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knowledge (e.g., Kieffer & Lesaux, 2012b; Nagy et al., 2003; Nagy et al., 2006) while providing a more
conservative test of this contribution by controlling for the common variance across language
comprehension tasks as well as the variance specific to SA and vocabulary tasks. There are multiple
theoretical explanations as to why MA may have a unique role above and beyond general language
comprehension. One is that MA may be a particularly important aspect of metalinguistic awareness
and that such metalinguistic awareness may be independently useful to reading for comprehension,
beyond language skills involved in more implicit language comprehension tasks (e.g., Nagy, 2007). A
second is that completing our MA tasks—as in using MA during real reading—involves the
integration of orthographic, semantic, and phonological information in an integrative process that
mirrors the integrative processes involved in reading comprehension (e.g., Kieffer & Lesaux, 2012a;
Kuo & Anderson, 2006; Nagy, 2007), whereas the other language tasks required less integration
across different sources of information.

By contrast, the unique contribution of MA-specific abilities to reading comprehension was not
significant in Study 1. Although this may be due, in part, to differences in the participants’ ages or in
the control measures, it is also possible that the use of two MA instruments drawn from different
paradigms (i.e., extract the base and nonword suffix choice) in Study 2 produced a more robust
measure of MA than the single instrument used in Study 1. Three of the prior SEM studies that
found significant contributions for MA beyond vocabulary have used multiple MA measures with
differing task demands (Kieffer & Lesaux, 2012b; Nagy et al., 2003; Nagy et al., 2006), whereas one
SEM study (Goodwin et al., 2013) that found no significant direct contribution of MA (only an
indirect contribution via reading vocabulary) used data from a single MA task, divided into item
bundles. Together with the known difficulties in adequately measuring MA (e.g., Carlisle, 2010;
Kuo & Anderson, 2006), this evidence suggests that modeling the shared variance across MA items
with different formats (and different construct-irrelevant demands) may be essential to capturing the
MA construct and its true relationship to reading outcomes.

Regarding SA, Study 2 did not support a unique contribution of SA to reading comprehension,
beyond the contribution of general language comprehension. This finding diverges from prior
studies using multiple regression that controlled for vocabulary knowledge (e.g., Bowey, 1986;
Geva & Farnia, 2012; Proctor et al., 2012; Silverman et al., 2015; Simard et al., 2014; Swanson
et al., 2008; but see also Cain, 2007). This divergence may be due, in part, to differences in measures
used; the CELF Formulated Sentences test used in Study 2 may tap important metalinguistic skills to
a lesser extent than the tasks used in prior research (e.g., Bowey’s sentence correction task or Geva &
Farnia’s grammatical judgment task). However, it may also be due, in part, to the more conservative
test for the unique contribution of SA offered by our modeling approach. Our findings for SA largely
echo those from Foorman et al. (2015), which used a similar bifactor measurement model. They
found that a syntax-specific factor did not uniquely predict latent reading comprehension in six of
the seven grades studied (i.e., Grades 5–10), though it was a significant predictor in Grade 4.
Together these findings suggest the need for further research on not only how to appropriately
measure SA but also how to model it in relation to other language comprehension skills with which
it overlaps both conceptually and empirically.

Finally, neither study produced evidence that variance specific to vocabulary uniquely predicted
reading comprehension, beyond general language comprehension. This is perhaps surprising given
the ubiquity of reporting on vocabulary’s uniquely predictive role in reading comprehension studies,
including in multiple regression models that also included SA (Geva & Farnia, 2012; Proctor et al.,
2012; Silverman et al., 2015; Simard et al., 2014; Swanson et al., 2008) or MA (e.g., Deacon et al.,
2014; Kieffer et al., 2013; Kieffer & Box, 2013; Kieffer & Lesaux, 2008; Ku & Anderson, 2003;
Pasquarella et al., 2012). Although it is conceivable that this divergence is due to limitations in the
measures we selected, this is unlikely, because this finding was confirmed across two studies that
used different operationalizations of vocabulary (a synonym task in Study 1; picture naming and
semantic association tasks in Study 2). A more likely explanation is that the general language
comprehension factor captured the essential core vocabulary skills that are important to reading
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comprehension, so the remaining variation specific to the vocabulary items was more noise than
signal. This hypothesis is supported by Foorman et al. (2015)’s finding that a similar vocabulary-
specific factor did not significantly predict reading comprehension in six out of seven grades studied
(i.e., with the exception of Grade 7). It also generally converges with recent studies using other
modeling approach that have found little independent prediction from vocabulary after accounting
for listening comprehension (e.g., Language and Reading Research Consortium, 2015b; Protopapas,
Simos, Sideridis, & Mouzaki, 2012; but see also Braze, Tabor, Shankweiler, & Mencl, 2007). In
addition, because all of the MA and SA measures required some degree of knowledge of word
meanings (like all such meaning-based measures), vocabulary skills were likely at the heart of the
general language comprehension factor. Thus, this finding does not disconfirm the importance of
vocabulary to reading comprehension but rather suggests that its importance may be better captured
when assessed across language tasks than by a synonym or picture-naming task alone.

Limitations

There are some limitations to be noted that can inform future research on these questions. First, as
secondary analyses of data sets drawn from larger projects, the two studies were not designed sequentially
to build on one another. The two projects focused on similar student populations and had similar broad
goals, and findings from each study complement the other in several ways (e.g., confirming results across
different measures, Study 2 expands on Study 1 by incorporating SA). Nonetheless, the two studies
differed from each other in ways (e.g., differences in grade level, differences in the word reading control
measure) that might not have been the case if we had designed them sequentially. Second, although the
sample sizes were adequate for whole-group analyses, they could not support subgroup analyses to
investigate whether results differed by English language learner status in either study or by grade level
in Study 2. Although a post hoc analysis for Study 2 indicated that controlling for grade level did not
change our key findings, future research is needed to fully investigate the extent to which the dimension-
ality of language comprehension, the best approaches to measuring language skills, and predictive
relationships might differ among these grades. Third, in Study 2, multiple measures of MA, vocabulary,
and reading comprehension were used, but SA was assessed with only one instrument; given the
challenges in assessing this construct (Cain, 2007) and the benefits of multiple measures discussed earlier,
future studies should incorporate multiple measure of SA. Fourth, given our focus on meaning-based
language comprehension skills, rather than language skills broadly, measures of phonological awareness
were not incorporated into either study. Finally, as with other correlational findings from cross-sectional
studies, our findings cannot shed light on the direction of causality among these skills; given the likelihood
of reciprocal relations between language comprehension and reading comprehension, longitudinal and
experimental studies using similar latent variable approaches to model these skills are needed.

Conclusion

Across two studies, we found that modeling the common variance underlying performance on vocabulary,
morphological awareness, and syntactic awareness tasks may be useful to appropriately capturing language
comprehension as it predicts reading comprehension. Findings from one study also suggest that the
variance unique to MA tasks (but not necessarily SA or vocabulary tasks) may also be independently
important. More broadly, our findings suggest that future research on the roles of language in reading
would benefit from considering that the whole may be more valuable than the sum of its parts.
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